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Abstract—Automated performance modeling and performance prediction of parallel programs are highly valuable in many use cases, such as in guiding task management and job scheduling, offering insights of application behaviors, assisting resource requirement estimation, etc. The performance of parallel programs is affected by numerous factors, including but not limited to hardware, system software, applications, algorithms, and input parameters, thus an accurate performance prediction is often a challenging and daunting task. In this study, we focus on automatically predicting the execution time of parallel programs (more specifically, MPI programs) with different inputs, at different scale, and without domain knowledge. We model the correlation between the execution time and domain-independent runtime features. These features include values of variables, counters of branches, loops, and MPI communications. Through automatically instrumenting an MPI program, each execution of the program will output a feature vector and its corresponding execution time. After collecting data from executions with different inputs, a random forest machine learning approach is used to build an empirical performance model, which can predict the execution time of the program with a new input. Our experiments and analyses of three parallel programs, Graph500, GalaxSee and SMG2000, on three different systems show that our method performs well, with less than 20% error in predictions on average.

I. INTRODUCTION

Performance modeling is a widely concerned problem in high performance computing (HPC) community. An accurate model of parallel program performance, particularly an accurate model and prediction of execution time can yield many benefits. First, a performance model can be used for task management and scheduling, assisting the scheduler to decide how to map tasks to proper compute nodes [24], [13]. Therefore, the utilization of the entire HPC system can be improved. Second, the model can offer insights about the application behaviors [17], [15], which helps developers understand the scaling potential and better tune applications. Third, the model helps HPC users to estimate the number of CPU cores they need [29], [30]. According to the predicted performance, users can synthetically consider predictive computation time and expense, and then apply reasonable number of CPU cores from HPC system.

Building an accurate performance model of parallel programs is a very challenging task. Due to the variance and complexity of both system architectures and applications, the execution time of a parallel program is often with significant uncertainty. For example, numerous factors can affect the performance, including but not limited to hardware, system software, applications, algorithms and input parameters. It is especially difficult to build a general-purpose model which synthesizes all aspects of factors.

In this paper, we focus on predicting the execution time of parallel programs, particularly MPI programs as MPI is the de facto standard parallel programming model, on an HPC cluster with different inputs and at scale. Previous studies mainly introduced two types of methods: analytical modeling [19], [27], [6] and trace-based modeling [26], [31], [30], [5], [7], [30]. An analytical modeling method has an arithmetic formula describing a parallel program performance and can make a prediction of execution time quickly. For example, the time complexity analysis of a program can be considered a very rough analytical model. However, this method needs extensive efforts of human experts with in-depth understanding of a particular HPC application (e.g. consider the time complexity analysis process of a parallel program). Since HPC applications have a wide range of domains, it is difficult to build an analytical model. Furthermore, it is challenging to generalize a model for various domains.

A trace-based model is built from traces that are generated by instrumenting a program source code (or at binary code level without modifying the source codes) and running the modified program. Traces can capture useful information about computation, communication, and other runtime features of a parallel program. Through analyzing traces, a trace-based model can predict the execution time empirically without requiring domain knowledge and human efforts. However, the trace-based modeling usually requires large storage space to keep traces (ranging from hundreds of megabytes to tens of gigabytes for each run [7], [30]), and the instrumentation introduces extra overhead and slows down the application. Moreover, since trace-based model is constructed by program skeleton [31], [26] or other forms of synthetical program [30], human is difficult to understand the model and cannot extract performance features via it.

In this paper, we propose a performance modeling and prediction method that has low overhead and storage demand, and can extract important features from traces. It automatically inserts instrumentation code, detects runtime features, analyzes feature data, and uses a regression machine learning method to predict execution time and reduce features, therefore it is free from requiring domain knowledge and human efforts. We also
We propose a method to empirically model and predict ELATED W. We design a strategy to automatically analyze and re-We develop a tool to automatically analyze the syntax study and discusses our plan of future studies. ration III describes our method of modeling and predicting the Through analyzing the trace, the program execution time can be estimated. Tracing and analysis can be automated, therefore this type of modeling and prediction method can eliminate the requirement of domain knowledge and can be generalized for different applications. Several studies exist in this space. For instance, Sodhi and Zhang [26], [31] constructed a skeleton of a parallel program from traces. Skeleton preserves the flow and logic of the original program but reduces calculations and communications. Zhai et. al. [30] analyzed traces and introduced a deterministic replay to partially replay and predict the performance. However, traces require large storage space. Even when tracing simple parallel programs like NPB benchmark [5], storage requirement can range from hundreds of megabytes to tens of gigabytes for each run [7], [30]. In addition, a trace-based modeling usually consists of program skeleton or other forms of synthetic program. A synthetic program shrinks computation and communication of the original code. It loses the semantic of original code, therefore it is not human-readable. The prediction lacks of interpretability, which does not locate the performance factors of parallel program.

C. Trace-based Modeling with Machine Learning

Traditional trace-based modeling methods build model by tracing executions under fixed input parameters, because different input parameters correspond different program skeletons or replay behaviors. The development of machine learning techniques enables the possibility of analyzing the performance patterns of a parallel program under different input parameters. Ipek and Mckee [18], [21], [25] proposed a method that employs artificial neural networks to predict the performance of parallel programs. Their method can capture system complexity implicitly from various input data, but their work only focuses on a fixed number of cores. Additionally, their method cannot analyze the impact of each feature. A series of studies attempted to [7], [12], [8] model the performance of kernels in a parallel program with using linear regression methods like ridge regression, least absolute shrinkage and selection operator (LASSO) or their variants to model the relationship between features and execution time. Linear regression methods are easy to be implemented and their prediction results are concise and interpretable. However, since parallel programs can have complex behavior patterns, linear model may not be accurate to characterize the performance under different input parameters.

D. Comparison of This Study and Existing Studies

As a comparison of this research and existing studies, our method is a trace-based modeling method and uses machine learning techniques to analyze traces and predicts the execution time of a parallel program. There are several critical differences between our work and existing work though. First, our method reduces the overhead from instrumentation with a lightweight and filtrated instrumentation, therefore the instrumented parallel program can normally execute and generate trace data meanwhile. On the other hand, existing studies using machine learning techniques mainly consider input parameters as features to model the performance of parallel programs,
whereas our work considers runtime feature about variable assignments, branches, loops and communications, which is a superset of input parameters, therefore our method captures much more comprehensive performance factors beyond input parameters. Our method also adopts an extremely randomized tree [14] to model the complex relationship between features and execution time. It achieves much higher accuracy than linear regression and can well interpret the importance of each feature.

III. METHODOLOGY

A. Overview

Our method of performance modeling and predicting includes two phases: a training phase and a predicting phase, as shown in Fig 1. The training phase is used to collect data and build a performance model. It mainly consists of three processes: instrumentation, model building, and feature filtration. The predicting phase is used to handle a new input data of the target program, calculate the value of features, and output a predictive execution time using the trained model. Next we describe the processes of our method in detail.

B. Instrumentation

To capture behavior patterns of parallel programs without domain knowledge, we collect the runtime features through instrumentation. Instrumentation is a dynamic analysis for a program, which extracts program features from sample executions. We develop an instrumentor using clang [1]. The instrumentor automatically analyzes the abstract syntax tree (AST) of the source code of the target program, and inserts detective code around assignments, branches, loops and communications to generate the instrumented program. Assignments reflect the data flow of a program. Branches and loops reflect the control flow. MPI communications can be regarded as the skeleton of a program [31]. To reduce the overhead of instrumentation, the inserted code keeps lightweight, like an incrementing integer counter for each branch feature and loop feature, and an assignment for each assignment feature [20]. In the following, we describe the instrumentation of these different types of features, respectively.

1) Assignments: The size of a problem and the amount of calculation are decided by key variables like the problem size, iteration count, convergence condition, and solution accuracy. To discover the key variables from the source code, we insert instrumentation code after assignments. If a variable is assigned twice or more, all values are recorded as different features. We do not instrument the variables in a loop, because their values are updated frequently. In addition, these variables are often used for temporary operations or as intermediate results of iterative calculations. Code fragment 1 demonstrates an example of instrumentation for assignments.

   1  //Code fragment 1
   2  n=parse ();
   3  variable[1]=n; //instrument
   4  n=preprocess ();
   5  variable[2]=n; //instrument
   6  while (i<n){
   7     result=calculate (n);
   8     i=i+1;
   9  }

   2) Branches: Branches can lead to different execution paths, which may have significantly different execution time. For example, code fragment 2 shows a common process that examines whether a file is successfully opened. If successful, the program will execute a heavy calculation, otherwise the program exits immediately. We cannot predict the result of this branch according to the file path string until the branch is executed. Traditional profiler can obtain statistic probability of branch jump result from sample executions, but it is difficult to predict the jump result in a particular execution. Thus we insert instrumentation code after the condition statement of branches, and record their results as runtime features.

   1  //Code fragment 2
   2  fp=fopen (filename , 'r ');
   3  if (fp){
   4     if_counter[1]++;//instrument
   5     calculate ();
   6  }
   7  else{
   8     if_counter[2]++;//instrument
   9     return;
   10 }

   3) Loops: Loops are usually the main calculation kernel of a program. The amount of iterations of loops has a direct impact and relationship with the performance. Code fragment 3 demonstrates an example of inserting instrumentations to
count the number of iterations of loops, including nested loops.

```c
1 // Code fragment 3
2 while (i<n){
3   loop_counter[1]++;// instrument
4   for (int k=0;k<n;k++){
5     loop_counter[2]++;// instrument
6     calculation ( );
7   }
8   i=i+1;
9 }
```

4) MPI communications: We do not need to describe the communication behaviors of a parallel program precisely, as long as we can characterize the relationship between communication and performance. Thus we take the data size and the number of targets of MPI communication function calls to represent communication features. MPI communication functions, such as MPI_Send, MPI_Bcast, MPI_Gather, MPI_Allgather, MPI_Reduce, MPI_Allreduce, are instrumented before they are invoked. Code fragment 4 shows an example of instrumenting MPI communications. To minimize the overhead from synchronization, each MPI process maintains its local features during execution and synthesize these features to the root process at the end of the program.

Other approaches can also measure the communication characteristics of a program, like benchmarking or communication tracing. However, benchmarks cannot capture the detailed information, like data movement size, communication type, communication group of a certain MPI communication function call in an execution. Communication tracing can obtain this type of information, but completely tracing MPI events of a parallel program generates traces that need a complex analysis [31].

```c
1 // Code fragment 4
2 // instrument
3 data_size[1]=n*sizeof(MPI_INT);
4 // instrument
5 comm_size[1]=MPI_Comm_size(my_comm);
6 MPI_Bcast (data ,n,MPI_INT ,root ,my_comm);
7 calculate (data );
```

C. Model Building

After collecting runtime features via instrumentation, we then try to discover the correlation between features and program execution time. It can be treated as a multivariate nonlinear regression problem. Assume that there are n samples. Each sample is expressed as \((x, y)\), where \(x\) is a vector consists of \(m\) features and \(y\) is the corresponding execution time. The goal of this regression problem is to find a mapping relation \(f : x \rightarrow y\) that minimizes the mean square error (MSE) between the predictive value and the real execution time in the \(n\) samples:

\[
\min \text{MSE} = \frac{1}{n} \sum_{i=1}^{n} (y_i - f(x_i))^2 \quad (1)
\]

There exist numerous approaches to solve this regression problem, like ridge regression [9], LASSO [28], artificial neural network (ANN), Gaussian process regression [23], random forest [10], etc. We adopt a random forest approach with an optimization called extremely randomized trees [14]. Random forest is widely applied in classification or regression tasks. Besides the ability of modeling complex nonlinear data, another advantage of random forest is that it can process mixed different types of features including float, integer, and enumeration [17]. Such a characteristic makes it suitable to model the runtime features we trace from MPI program execution.

Random forest is an ensemble learning method based on CART regression trees [11]. A random forest consists of multiple regression trees. A node in a regression tree selects a feature value \(\theta_i\) to divide the input data space into two disjoint regions. Finally the regression tree recursively divides the input data space into disjoint regions \(R_i\). Each region is denoted by a leaf node and represents a response value, which means the program execution time in this study. When handling a new input, we can find a path from the tree root to a leaf node according to the value of features of this input, decide which region this input should belong to, and then take the response value as a prediction. This inference process also fits the nature of human decision. The model of a regression tree can be presented as follows:

\[
f(x) = \sum_{i=1}^{k} (c_i I(x \in R_i)) \quad (2)
\]

where \(k\) is the number of regions and \(c_i\) is the response value. In other words, \(c_i\) is the predictive execution time of samples in region \(R_i\). \(I()\) is an indicator, which outputs 1 if \(x\) belongs to region \(R_i\) and 0 otherwise.

To achieve the optimization goal in equation 1, \(c_i\) for each node \(\theta_i\) for inner nodes should be carefully considered. The division should ensure that each region contains similar data, where the similarity is measured by MSE between \(\theta_i\) and all response values in this region. Generally, if a division feature is selected, it is easy to prove that the average of \(y\) of \(x\) in region \(R_i\) can minimize the MSE [11]. The best division feature can be selected by enumerating all features in the subset and selecting the one with minimum MSE. However, building only one regression tree to divide regions and predict response value often leads to over-fitting. Thus a random forest needs numerous regression trees. Each regression tree fits a random subset in the original features. After building all regression trees, when handling a new input, the average output of all regression trees is taken as the final prediction of a random forest. The ensemble of these trees constructs a robust and well-generalized model. Extremely
randomized tree adopts a modification that in each division, the division feature and its division value are randomly selected. This extremely random division can further improve the accuracy of the ensemble model.

A useful improvement is building model from a series of new features that are generated from a basis function, instead of the original features. The transformed model has almost the same form to the original model in equation 2, but replaces $x$ with $\Phi(x)$, where $\Phi()$ is a basis function.

$$f(\Phi(x)) = \sum_{i=1}^{k} (c_i I(\Phi(x) \in R_i))$$ (3)

For predicting the program execution time, the $d$-order polynomial expansion function is a reasonable and effective basis function [16], [20], [17], which enumerates the combination of production of original features less than or equal to $d$ orders. It will transform the original $m$ features to $(m \cdot d)$ new features. For example, let $\Phi()$ be a 2-order polynomial expansion function. The transformation of a vector $x$ with two features $(a_1, a_2)$ is:

$$\Phi(x) = (1, a_1, a_2, a_1^2, a_2^2)$$ (4)

This transformation is inspired from the intuition that the time complexity of an algorithm is usually a polynomial function of its parameters. Even if it contains other forms of functions like logarithmic function or trigonometric function, polynomial function can still make an accurate approximation. Experimental results also confirm that this transformation can improve the accuracy of prediction.

D. Features filtration

A straightforward solution of using the collected features as discussed in Section III-B and the modeling technique discussed in Section III-C will generate a fairly complex model, because a parallel program may contain many assignments, branches, loops, and communications. The polynomial expansion will further increase the number of features. Redundant features take significant storage and introduce extra overhead, therefore is strongly desired to filtrate these features to generate a reduced model.

1) Filtration by time: Some features are too expensive to fetch their values when predicting the execution time of a new input. For example, if taking a variable that is generated at the end of the program as a feature, we need to completely execute the program to fetch the value of this feature. Such an expense makes the prediction much less useful.

This problem can be solved by setting a time threshold that only reserves the features under it. For example, if we set this threshold to be 5%, then in the training phase the features that are generated after 5% of the whole program execution time will be removed. Meanwhile the corresponding instrumentation codes are also removed. After removing these instrumentations, the overhead is significantly decreased too.

2) Filtration by importance: After filtrating features with time threshold, we still need to define and find fewer important features from reserved features. Besides regression, random forest can also analyze the importance of features. As we have described in Section III-C, a node in a regression tree has its corresponding division feature, division value and MSE. After dividing data by this node, data within a new region have higher similarity to each other, therefore the sum of MSE (weighted by data size of corresponding region) of children nodes is less than that of this node. The extent of MSE reducing can represent the importance of the division feature [10]. Algorithm 1 presents the pseudocode of calculating feature importance using random forest. After calculating importance, we can sort features in the descending order, set a threshold, like 95%, and reserve top features of which accumulative importance is not greater than the threshold.

**Algorithm 1 Calculate Importance(forest)**

1: `forest.importances = zeros(1,m)`
2: for each tree in forest do
3: `tree.importances = zeros(m)`
4: for each node in tree do
5: `left = node.leftchild`
6: `right = node.rightchild`
7: `tmp = (node.data.size * node.MSE - left.data.size * left.MSE - right.data.size * right.MSE)`
8: `tree.importances[node.feature] += tmp`
9: end for
10: `tree.importances[] = tree.root.data.size`
11: `forest.importances[] = tree.importances`
12: end for
13: `forest.importances[] = sum(forest.importances)`

Traditional dimensionality reduction techniques like principal component analysis (PCA) or singular value decomposition (SVD) can effectively reduce the number of features. However, these techniques are not suitable for our approach. New features generated from PCA or SVD are linear combination of original features, therefore we need to reserve all the instrumentation of original features to fetch their values and calculate the value of new features. It does not help reduce the overhead and storage demand from instrumentation. In addition, since new features are linear combination of original features, they do not have real-world meaning and it is difficult to understand them.

E. Predicting Phase

The predicting phase of our method is simpler than the training phase. After filtrating features and removing corresponding instrumentations, the model is reduced and the instrumented program is transformed into a program fragment. When handling a new input data, the program fragment takes this input and executes partially to fetch feature values. Then the reduced model takes feature values. Each regression tree in
the model calculates its response according to feature values. Finally the model outputs the average response of all trees as the predictive execution time of a given input.

IV. EVALUATION

In this section, we present the evaluation results and analyses of our method.

A. Experimental Setup

The experiments were conducted on three different platforms denoted as A, B, and C. Table I lists the configuration of each platform. Three applications were tested to predict their execution time under different input parameters. These applications include Graph500 (version 2.1.4) [3], a widely used benchmark focusing on data intensive computing, GalaxSee [2], a parallel N-body simulation program used for simulating the movements of celestial objects, and SMG2000 [4], a parallel semicoarsening multigrid solver for linear systems. Applications are compiled using Intel C/C++ compiler 15.0.0 and run on CentOS 7.3 system. The regression modeling program is written with Python 3.6.1 and scikit-learn library [22]. The MPI library is Intel MPI version 5.0.

B. Feature Filtration

We first evaluate the feature filtration method introduced in Section III-D. In this series of experiments, each application was tested on platform A 100 times with different input parameters to trace runtime features. We filter features by time with threshold 5%, and then filter by importance with threshold 95% as defined in Section III-D. Table II, III and IV report the experimental results.

Taking GalaxSee as an example, and as Table III shows, the complete number of instrumentations of GalaxSee is 357. These instrumentations introduce a total of extra 1404.6% overhead, which means that running the instrumented GalaxSee costs more than ten times of time than the original program. In each run, the trace data generated from instrumentation needs 5,164KB storage on average. After two processes of filtration, only 18 important features are reserved. Storage demand is reduced to 51KB. Their instrumentations only introduce 0.5% overhead, which means that running an instrumented program is almost the same as the original one. We can provide the instrumented version of program for HPC users to run their jobs. It will continuously generate runtime feature data and helps the regression be more accurate.

### Table I

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Platform A</th>
<th>Platform B</th>
<th>Platform C</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>CPU type</strong></td>
<td>Intel E5-2680v4</td>
<td>Intel E3-1240v5</td>
<td>Intel E7-8860v4</td>
</tr>
<tr>
<td><strong>Frequency</strong></td>
<td>2.4GHz</td>
<td>3.5GHz</td>
<td>2.2GHz</td>
</tr>
<tr>
<td><strong># cores/node</strong></td>
<td>28</td>
<td>4</td>
<td>144 [1, 32]</td>
</tr>
<tr>
<td><strong>Mem/node</strong></td>
<td>128GB</td>
<td>32GB</td>
<td>1TB</td>
</tr>
<tr>
<td><strong># nodes</strong></td>
<td>5</td>
<td>40</td>
<td>1</td>
</tr>
<tr>
<td><strong>Network</strong></td>
<td>100Gbps OPA</td>
<td>100Gbps InfiniBand</td>
<td>100Gbps OPA</td>
</tr>
</tbody>
</table>

### Table II

<table>
<thead>
<tr>
<th>Feature State</th>
<th># Features</th>
<th>Overhead</th>
<th>Storage (per run)</th>
</tr>
</thead>
<tbody>
<tr>
<td>full</td>
<td>87</td>
<td>65.8%</td>
<td>1,458KB</td>
</tr>
<tr>
<td>by time</td>
<td>84</td>
<td>1.1%</td>
<td>615KB</td>
</tr>
<tr>
<td>by importance</td>
<td>18</td>
<td>0.5%</td>
<td>51KB</td>
</tr>
</tbody>
</table>

### Table III

<table>
<thead>
<tr>
<th>Feature State</th>
<th># Features</th>
<th>Overhead</th>
<th>Storage (per run)</th>
</tr>
</thead>
<tbody>
<tr>
<td>full</td>
<td>357</td>
<td>1404.6%</td>
<td>5,164KB</td>
</tr>
<tr>
<td>by time</td>
<td>84</td>
<td>1.1%</td>
<td>615KB</td>
</tr>
<tr>
<td>by importance</td>
<td>18</td>
<td>0.5%</td>
<td>51KB</td>
</tr>
</tbody>
</table>

### Table IV

<table>
<thead>
<tr>
<th>Feature State</th>
<th># Features</th>
<th>Overhead</th>
<th>Storage (per run)</th>
</tr>
</thead>
<tbody>
<tr>
<td>full</td>
<td>648</td>
<td>27.8%</td>
<td>7,821KB</td>
</tr>
<tr>
<td>by time</td>
<td>87</td>
<td>0.4%</td>
<td>697KB</td>
</tr>
<tr>
<td>by importance</td>
<td>17</td>
<td>0.1%</td>
<td>151KB</td>
</tr>
</tbody>
</table>

Figure 2 shows the importance of features in GalaxSee. The means of the first five features are the algorithm selection of force calculation, the algorithm selection of numerical integration, the number of cores, a do-while loop counter in the source code nbody.c line 167, and the number of celestial bodies. These information can help developers better tune the application. For example, they can consider the predictive performance of different force calculation algorithms for different input parameters and adopt the better one.

C. Prediction Accuracy

In this section we discuss the prediction accuracy of different machine learning methods for our performance model. The error in our experiments is calculated as $\frac{|y_{\text{predict}} - y_{\text{real}}|}{y_{\text{real}}}$. We ran each application on each platform 1,000 times with different input parameters. In other words, each modeling task has 1,000 data samples. The input parameters we used for experiments are uniformly and randomly generated from the parameter value range of each application. Part of data samples are randomly selected as the training set while others are the testing set.

Figure 3 presents mean errors on testing set under different ratios of the training data, which illustrates that how many observations the model needs to achieve a low error. The methods we tested include least absolute shrinkage and selection operator (LASSO), ridge regression (Ridge), support vector machine regression (SVR) with radial basis function (rbf) kernel, and random forest (RF). Each method is applied to both the raw form of data and its 3-order polynomial expansion.

### Table IV

<table>
<thead>
<tr>
<th>Feature State</th>
<th># Features</th>
<th>Overhead</th>
<th>Storage (per run)</th>
</tr>
</thead>
<tbody>
<tr>
<td>full</td>
<td>648</td>
<td>27.8%</td>
<td>7,821KB</td>
</tr>
<tr>
<td>by time</td>
<td>87</td>
<td>0.4%</td>
<td>697KB</td>
</tr>
<tr>
<td>by importance</td>
<td>17</td>
<td>0.1%</td>
<td>151KB</td>
</tr>
</tbody>
</table>
Since the mapping relation between the features and the execution time is complicated, two linear regression methods, LASSO and ridge regression, have higher prediction error than nonlinear methods. Using polynomial basis function, these two methods are actually converted to nonlinear methods, and their errors are significantly reduced. It indicates that polynomial function is an acceptable approximation between features and program execution time.

As of nonlinear regression methods, SVR and RF can achieve lower prediction error. Polynomial expansion provides little benefit to SVR and RF in most cases as shown in Figure 3. Generally, RF has better prediction accuracy. A main possible factor is the impact from categorical features. A categorical feature is a variable of which value belongs to a finite and discrete set. The value of a categorical feature is just a tag and does not have numerical meaning. Thus if a regression model considers it as a numerical feature, the result will be worse. Although there are many transformation measures to avoid this problem, they need a precondition to verify which one is a categorical feature. However, because we do not have domain knowledge, we cannot realize which feature is categorical and adopt transformation measures for it. The advantage of RF is that categorical features naturally have less impact on it. A regression tree in RF can generate nodes to divide the sample data by a categorical feature, then within each divided data region, the categorical feature is a constant and has no impact on further regression. In our experiments, runtime features of GalaxSee contain categorical features, therefore the superiority of RF is more apparent than that in experiments with other applications.

V. CONCLUSION

In this paper, we introduce a method to model and predict the performance of parallel programs (MPI programs). We develop a tool to automatically analyze the syntax tree of an MPI program and instrument it, so that we can detect its runtime features related to calculation and communication, without requiring any domain knowledge. We design a strategy to automatically analyze and fit the runtime feature data of an MPI program using random forest technique, thereby we can predict the performance and reveal the factors that significantly affect the performance. Since we adopt a lightweight instrumentation and further reduce them by two filtration processes, the overhead of instrumentation is low and less storage for trace data is demanded.

A limitation of our current method is that features do not capture the affinity information in MPI communications, like the mapping of MPI processes to nodes and cores. Since inner-node communication is faster than intra-node communication, the ignorance of affinity can have a negative effect on the prediction accuracy. However, there are numerous possible mappings. Taking the affinity information into consideration needs a much more complex model and more training data. In future, we will further investigate how to capture the communication features more comprehensively and further improve the accuracy of our model.
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Fig. 3. The prediction error of different machine learning methods with varying applications and platforms.


