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ABSTRACT

Many scientific big data applications have iterative computations and can re-use the results from previous stages in their workflow. HDF5 is one such library that provides scientists with wide range of facilities to perform the scientific data management and computation. Like all the other existing scientific I/O libraries, HDF5 library is an entirely disk based model where the results from various stages of computation are always stored in disk. In our research, we propose to place the results in-memory and to re-use them for the future requests to avoid expensive disk accesses. As the data is residing in-memory, it is not persistent. In order to provide persistence and avoid disk read in such scenarios, lineage information that includes the source dataset and the computation that resulted in the current dataset are stored in memory. Lineage information is captured in a metadata structure as attributes of the dataset for each data block in-memory by intercepting the IO call. This captured lineage metadata can be used to re-compute the dataset without reading the disk. We have evaluated our in-memory architecture with different IO patterns, where the contiguous IO pattern proved to be efficient in a linear fashion, whereas the efficiency of non-contiguous IO pattern remains unpredictable. In addition, we have evaluated our lineage tracking module over the traditional disk based approach for re-constructing the lost datasets.
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CHAPTER I

INTRODUCTION

Hierarchical Data Format 5 (HDF5) is a data model, library, and file format for storing and managing data. It supports a large variety of data types, and is designed for flexible and efficient I/O for high volume and complex data. HDF5 is portable and extensible. It includes tools and applications for managing, manipulating, viewing, and analyzing data in the HDF5 format (The HDF Group (2014)). As HDF5 supports great range of facilities many scientific applications use it for storing their information and processing it. HDF5 provides various IO optimization techniques to reduce the data movement from the disk and to improve its performance. It has an existing optimization technique, which stores the image of the file in-memory until the file is closed by the users. This is very useful for applications which make changes to the file at lesser granularity, but applications which make changes in a greater granularity still face the issue of fetching data frequently from the disk (Operations). With the intent of solving the large data movement from the disk to main memory during the data analysis phase, we propose an in-memory HDF5 for making the scientific applications work faster without spending much time on IO operations. In this design, we tried to store the results from the previous computation in-memory rather than pushing them to disk. Applications which have a lineage of operations to be performed use the sequence of intermediary files for their next computation. Hence these applications can be benefit from this design as they avoid the disk IO. Storing intermediate results in-memory leads to another major challenge of keeping them persistent or how to re-create them when lost. With this intention of recovering the lost results, we tried to store additional metadata information to the file when it's being created, which can later be re-used to recreate the file when lost. This kind of lineage tracking greatly made the system automatically recover from the lost information. Though we are performing the re-computation on the data, the time needed for re-computing is significantly less than the amount of time the IO operations require to fetch from the
disk. This makes our design more efficient than the existing file image operations in HDF5.

In-memory architecture had proven very good results in the past in other Big Data domains e.g. Spark, proved to be 25x faster than Hadoop in machine learning algorithms (Engle). This architecture greatly inspired us to work on in-memory architecture of HDF5.

**Motivations**

Many scientific applications perform a sequence of transformations where the output of the previous stage is reused in subsequent stages (Moses). During each cycle, the results are stored in the intermediate files and are later retrieved for the next cycle. Writing the intermediate results to disk is redundant in this scenario, as the subsequent computation is going to re-use it immediately, either partially or fully. These applications can avoid disk IO by storing their intermediate results in-memory rather than persisting them on to the disk.

We select one typical application for case study in this thesis research, i.e., NaSt3DGP. NaSt3DGP is a C++ implementation of a solver for the incompressible, time-dependent Navier-Stokes equations in three dimensions. We show the analytics steps in Figure 1.1 (Engel) and the workflow in Figure 1.2.

```
Step 1: Bin file initialization
navsetup -s cavity.nav -b cavity.bin
Step 2: Parallel simulation
mpirun -np 2 navcalcmpi -b cavity.bin -p3
Step 3: Result generation
vtk file= navsetup -G -TC cavity.bin -o results
Step 4: Visualization
vtk viewNaSt3DGPF.tcl results.vtk
```

Figure 1.1. Sample Analytic Cycle in NaSt3DGPF.
In the above workflow, the *initial*.nav file is converted into the .bin file, which is stored in disk and then used in step 2 to run parallel simulation. The results generated from step 2 are converted to the VTK format (Visualization Toolkit) in step 3 in order to visualize them in future (Kitware Inc.). The results from step 3 create the files *results.vtk.p*, *results.vtk.u*, and *results.vtk.v*, etc. These files are later used by the VTK to produce the graphical results to the users, as shown in Figure 1.3. In the above workflow storing the intermediate results like .bin and .vtk files on to disk and retrieving them again for the next set of computation is redundant. Our approach stores these files in-memory and improves the performance of the next set of computation. In case of any loss in the data from the memory, the previous computation is performed again, rather reading the data from the disk. This can benefit the above application, as the computation takes less time than retrieving the data from the disk, when the amount of computation involved is much less compared to data movement.
Figure 1.3 shows the Lid-Driven Cavity (csar-advice@cfs.ac.uk) example, which depicts the isothermal, incompressible flow in a two-dimensional square domain.

Apart from NaSt3DGP application discussed above, we have identified other scientific applications that can iteratively run on the overlapped dataset, e.g., Machine learning algorithms (M. e. Zaharia), workflow using matrix operations, groups of statistical operations performed consecutively on a given dataset, etc. Traditional disk based data model, e.g., HDF5, cannot efficiently maintain the data in memory for fast processing. Like the way Spark complements Apache Hadoop by running mapreduce in memory (M. e. Zaharia), we believe that such in-memory data management architecture is also highly recommended in future scientific data analysis.

**Challenges**

Building an in-memory data management block, however, is not trivial. The challenges include but are not limited to,

- how to leverage the scientific I/O libraries to control the data flow in a distributed shared memory environment,
- how to search the overlapped cached data block in memory,
- how to redirect the request to the traditional model if in-memory blocks decrease the contiguous fetch from the disk,
- how to group different blocks to serve the incoming request,
- how to recover from failure

Above are some major challenges which are taken into consideration in this thesis research.

**Contributions**

In this thesis research, we propose to utilize the shared memory resources on compute nodes to hold the intermediate data/result for efficient processing. We design
such in-memory architecture to handle all the intermediate data blocks by tracking data and computation flow, caching intermediate analysis results, and automatic recovering. We design the in-memory module based HDF5 VOL (Virtual Object Layer) with all functionality lightweight and transparent to the users. Scientific applications that use HDF5 to manage the data should be able to migrate to our platform without any source code change.

In this research we have focused on major challenges which are specified in the above section. The blocks are stored in shared memory which has to be accessed by different applications. This storage involves the introduction of a new global service thread which has to search for the data blocks even after the completion of the application. This serves the purpose of storing the data in-memory and being utilized by multiple applications rather than restricting them to only the specific applications.

Secondly, we tried to address the problem of searching the data blocks in-memory. This greatly involves the consideration of various factors like the start and end position of the dataset, count of the data blocks which has to be fetched etc. These factors greatly influence the performance which we try to improve though our in-memory design. As the larger amount of data present in-memory the performance measures have to improve linearly. But the results show the variations of what we have expected and these are discussed in Chapter IV.

Thirdly, we tried to create a lineage tracking model to avoid failure in case of the missing blocks. This model is achieved through two major design modules, namely request parsing and the lineage tracking. Request parsing module focuses on capturing the provenance information about the given request. This information is later used by the lineage tracking module, to replay those computations and re-compute the lost datasets without reading the disk. As the amount of computation is increased, the lineage becomes more complex and re-computation becomes more costly than the retrieval of the data from disk. Results for this study are provided in Chapter IV.
These are the major contributions of this research which will greatly help in improving the existing disk-based model to the next level of in-memory design

**Organization**

This document is organized as follows: The next chapter introduces the architecture and design of in-memory HDF5 plug-in. Chapter III explains the in-memory design architecture and its internal modules. Chapter IV provides the implementation details and the initial evaluation of our system. Chapter V provides the in-sight on the related and the existing work with its comparisons. Finally Chapter VI concludes the work and provides the details about the future work.
CHAPTER II

BACKGROUND

Scientific Dataset Management and High Level Libraries

In this section, we introduce the basic scientific data management framework, for which we will insert the in-memory module.

Scientific datasets are usually high dimensional and contain multiple variables, which are hard to load into traditional database. Instead, scientific libraries, including HDF5 (The HDF Group (2015)), NetCDF (Russ Rew), PnetCDF (Robert R. McCormick School of Engineering and Applied Science, Northwestern University), and ADIOS (Oak Ridge National Laboratory), have been well developed and widely used in recent years for scientific data management. These libraries, not only define the data model and formats, but also provide high performance parallel I/O to accelerate the processing performance.

These libraries are lightweight, high level, and easy to use. Researchers build different scientific data management toolsets (The HDF Group) on top of them, e.g., parallel format conversion, visualization tools, and parallel query utilities, etc. We also intend to support the in-memory scientific data management via the existing scientific libraries. To avoid byte-level file management, we seek a library for object-level management in memory. Among the existing libraries, we chose HDF5 due to its flexible support for user defined API at Virtual Object Layer (VOL). Before discussing the design of in-memory HDF5, we briefly introduce the HDF5 and current VOL design.

HDF5 and Virtual Object Layer (VOL)

HDF5 files are organized in a hierarchical structure, with two primary structures: groups and datasets.

- HDF5 group is a grouping structure containing instances of zero or more groups or datasets, together with supporting metadata.
HDF5 dataset is a multidimensional array of data elements, together with supporting metadata.

Working with groups and group members is similar in many ways to working with directories and files in UNIX. As with UNIX directories and files, objects in an HDF5 file are often described by giving their full (or absolute) path names.

HDF5 uses data space to describe portions of a dataset, making it possible to do partial I/O operations on selections. Selection is supported by the data space interface (H5S). Given an n-dimensional dataset, there are currently four ways to do partial selection:

1. Select a logically contiguous n-dimensional hyperslab.
2. Select a non-contiguous hyperslab consisting of elements or blocks of elements (hyperslabs) that are equally spaced.
3. Select a union of hyperslabs.
4. Select a list of independent points.

Figure 2.1. Moving Data from Disk to Memory by H5Dread

<table>
<thead>
<tr>
<th>DataSpace</th>
<th>DataSpace</th>
</tr>
</thead>
<tbody>
<tr>
<td>rank: int = 2</td>
<td>rank: int = 2</td>
</tr>
<tr>
<td>current_size: hsize[Z] = (3,4)</td>
<td>current_size: hsize[Z] = (4,3)</td>
</tr>
<tr>
<td>maximum_size: hsize_T[Z] = (3,4)</td>
<td>maximum_size: hsize_T[Z] = (4,3)</td>
</tr>
</tbody>
</table>

a) Read the data and change the DataSpace: 
H5Dread(..., mem_space, ...);

b) The DataSpace in the File  
c) The DataSpace for memory

Figure 2.1. Moving Data from Disk to Memory by H5Dread
I/O functions are well supported in HDF5. For example, in HDF5 read, the users can define data space in file and memory, and then read the data from storage to memory. We show a typical read using HDF5 library in the Figure 2.1 (The HDF Group).

HDF5 has an abstraction layer inside HDF5 library called Virtual Object layer (VOL). VOL intercepts all HDF5 API calls that could potentially access objects in the file and forwards those calls to a plug-in ‘Object Driver’. The plug-in could store the objects on disk in a variety of ways. To reduce space and for clear comparison, we illustrate the existing VOL architecture and our new plug-in in one diagram (Figure 3.1).
CHAPTER III

IN-MEMORY HDF5 DESIGN

Scientific applications that involve iterative computation, usually take the previous results to perform the recent computation. We refer the data change between consecutive steps as transformation. Sample transformations that can be benefited from in-memory architecture, include matrix transformations, statistical operations, creating groups in HDF5, converting the file extensions, etc. Consider an application, which involves two or more continuous transformations ($T_1, T_2, T_3...T_n$) on a particular dataset. In this scenario, in-memory HDF5 should store the intermediate results in-memory from each transformation for the future use. When the initial set of data blocks are retrieved from the file system and sent to the application, data has to be saved in memory for future computations. Besides, once the application starts processing the data, it can produce intermediate results after each transformation. Instead of storing the results on disk, in-memory plug-in intercepts the IO call and stores these intermediate data blocks in-memory. While storing the intermediary blocks in memory, the new plug-in in VOL layer should update the in-memory metadata which will be discussed in detail in the following sections in this chapter.

Applications can perform simple or more complex transformations but transformation consistency needs to be ensured to provide the auto-recovery of datasets when lost i.e. when the same sequence of transformations is applied on the same set of input files, the output should remain the same. This is greatly essential in designing our in-memory system as missing intermediate results need to be recomputed to avoid fetching from the file system. In order to compare and select the in-memory data block, we also have to support query over the intermediate blocks.

We demonstrate the overview of the new plug-in, i.e., In-memory Management plug-in, on the right side of Figure 3.1. In order to enable HDF5 with in-memory function, we use this new plug-in to intercept the IO call from HDF5 API and parse the request to control the data flow. The high level I/O request is now being re-
directed to the in-memory object layer rather than transferring the call to Virtual File Layer.

Once the application sends the IO request through the HDF5 API, the request is sent to the virtual object layer, which redirects the request to the respective plug-in. To choose in-memory management plug-in from other plug-ins inside the VOL, users need to set the FAPL parameter (Koziol) while creating the file. Once the users use this in-memory plug-in as the file option in FAPL, VOL takes care of the remaining set of operations on that specific file. By taking advantage of VOL layer, our plug-in is easy to use and can be enabled or disabled anytime, based on application analysis pattern.

We show the in-memory HDF5 plug-in design in Figure 3.1, as P3. There are three major modules inside the in-memory HDF5 plug-in. The first module is Request Parsing. This module parses the incoming application request, and keeps track of all the metadata information about the requested data block. The second module is Object Search. This module takes care of searching the in-memory blocks for detecting overlap and optimizing the incoming IO requests. The third module is the Lineage Tracking. This module is used to re-compute the missing value and recover the data/result loss using lineage information. In the situation that the in-memory data block is transformed with multiple steps, several intermediate transformations may not always be cached in memory. The missing transformations on those non-cached data
blocks can be re-computed from lineage tracking and therefore, the disk I/O can be reduced.

**Request Parsing**

In order to achieve the in-memory framework, the metadata information about the file should always be made available. This information about the file should never be lost as they contain the necessary details about the origin of the file and the operations that had lead to their current state. Most of the applications that perform the operations using HDF5 file are more consistent i.e. the result from the given dataset by applying a transformation remains the same, if we apply it again on the initial dataset. Operations like finding random numbers are not consistent as they result in different sets of random numbers unless the seed value is fixed. This kind of consistency is very essential when we design a system, which is capable of recovering on its own. We tried to create a metadata structure which includes the existing metadata of the file along with lineage information. Considering the Data provenance and relationships among datasets, which are the major concern for the applications that use HDF5 libraries, we can track the dataset origin and their relationships with their parent datasets using these attributes. This metadata structure can be updated by the VOL plug-in at the time of file creation/ disk read operation. These can be later accessed by "Object Search" module to sense and re-use them for their future regeneration purposes.

The metadata information that we store involves four major components, namely pointer to parent metadata, transformation, array of blocks and flag.

- **Pointer to Parent Metadata structure**: This component is essential to back-track the ancestor/origin of the given file. This attribute goes in hand with transformation component of the metadata structure to retrieve the lost blocks.

- **Transformation**: These are the basic set of operations which a user tried to perform on a given dataset. This information is used to re-apply the
same on a given parent data block to reconstruct the dataset when lost from the main memory.

- Array of Block Range: In parent metadata structure, this information tells us the start index and length of the block that is fetched from the original file. In the child block metadata structure, it is essential to note the parent's block which is being used to compute the child block. If there are multiple parents, then there are multiple ranges which are involved, to compute the child block. This computation is briefly explained in the lineage tracking module. In order to achieve this cardinality, we use the array of block ranges.

- Flag: This information tells the status of the in-memory block whether it has data and metadata or only data or it's the original block. These status codes can help while searching the blocks in-memory without much computation.

- Pointer to the actual data: This information stores the location where the actual data blocks are located.

<table>
<thead>
<tr>
<th>Elements</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Block Range</td>
<td>Range of data from parent</td>
</tr>
<tr>
<td>Transformation</td>
<td>Operation to perform</td>
</tr>
<tr>
<td>Pointer to parent structure</td>
<td>NULL/pointer to parent metadata</td>
</tr>
<tr>
<td>Flag</td>
<td>Status of the in-memory block</td>
</tr>
<tr>
<td>Pointer to the actual data</td>
<td>Location of the original data block</td>
</tr>
</tbody>
</table>

Figure 3.2. Metadata Organization

This metadata information is captured once the application program sends the IO request to the underlying Virtual File System Layer. The IO requests are intercepted by the Virtual Object Layer using FAPL. Once the FAPL is set for the
incoming request, the respective plug-in is instantiated and the IO request parameters are captured by the Request Parsing module in our plug-in. Once the information about the given IO request is extracted from the in-coming parameters, the control flows to the next stage called the Object Search.

Object Search

Once the IO call is being intercepted by the VOL layer, this module takes care of searching the blocks that are in-memory and take necessary actions if they are not available. As the users create more numbers of intermediate blocks, tracking them and reusing them is very essential. There are 3 possible statuses of a block with respect to its metadata and the actual data availability. The below section will describe briefly about these three options.

- **Data with Metadata:** In this case the data blocks are already available in-memory and hence, the IO operation will be completed at the VOL layer, without any call to the underlying file system. This scenario greatly reduces the IO cost.

- **Only Metadata:** As the data blocks grow, there wouldn't be enough memory to store the entire data about the file in-memory. In this situation, metadata is available in-memory; hence the data blocks can be re-created from the provenance information. Thus the call is transferred to the lineage tracking module, which creates the data blocks and provides it. This will help us in serving the IO request without making disk IO call.

- **No Metadata:** This situation can arise if the file is not fetched even once/ if the block has no parent blocks from which it is originated. These kinds of situations have to be handled by the VFL layer, which will take care of disk IO operations. Once the data is fetched its metadata is updated and are placed in-memory for future re-use.
In order to realize this searching, we tried to maintain a search flag in the metadata, which helps us to identify the status of the block. This flag keeps track of the file blocks and their current status. With this information, the data blocks can be identified. The block status flag shows 3 different categories of the block namely,

- 0 - Data and metadata is available,
- 1 - Only metadata is available,
- -1 - No metadata/Original block.

No metadata/Original block situation arises if the data block is the original data block on which the computation is initiated, then the block is assumed to be absent in-memory and hence the VFL call is instantiated to fetch the data from the disk. Thus, this information can be used by the "Object Search" on module to search the blocks in-memory. In addition, if the data is not fetched even once, then the metadata information will not be available. In this scenario, the search for the block will fail and the IO request is redirected to the file system layer.

Figure 3.3 describes the control flow of the Object Search module. Once the IO request is received by this module, they check for the flag value. If the block is in-memory, then they are retrieved to the users, else if the data is not present, but if the metadata is available, the request is redirected to the lineage tracking module for further manipulations. If there is no metadata/provenance information, then the request is given to the VFL layer for further processing.
In-memory blocks need to be combined in a useful fashion to serve the incoming request. Thus the process of efficiently combining the available in-memory blocks/blocks from the disk for a given IO request is done by join operation. There are various available IO patterns which may arise based on the locality of the data i.e. either in-memory/disk. These are stated as follows,

Disk and one Partial in-memory block: The portion of the IO request can be available in-memory and portion of it may be in disk. In this situation, join operation is needed to serve the IO request. Join operation combines the blocks from in-memory and disk.

Only one Partial in-memory block: In this type, the IO request needs only the portion of the in-memory data block. In this scenario, there are no two different data blocks to combine; hence no join operation is needed.

Disk and one full in-memory block: In this type, the IO request re-uses the entire data block which is in-memory with some additional data from disk. As there are two blocks one from disk and one from in-memory, join operation is needed to serve the entire IO request.

Many Partial in-memory blocks: The IO request can be of the type where the data blocks can be fetched from more than one in-memory blocks i.e. the data is fetched partially from many in-memory blocks. As there are many blocks of data,
these blocks need to be combined to serve the IO request. This type needs the help of join operation.

Many full in-memory blocks: IO requests can be served from multiple entire sets of in-memory blocks rather than partitioning them. Though the data blocks are reused entirely, there are many data blocks in chunks, thus joining these blocks is greatly essential to serve the in-coming IO request.

Efficiently joining these data blocks are highly essential to achieve the highest IO reduction ratio.

**Lineage Tracking**

Lineage tracking comes into picture when the block's original data is lost from the main memory but the metadata is present. This situation arises when new results overwrite the existing data blocks. In this scenario when the file block is overwritten by certain other file blocks, then the flag is updated as 1 from the state of 0, if the data blocks have any parent blocks i.e. to indicate that these data blocks can be re-computed. If there are no parent blocks involved, then the block status is updated as -1 to indicate that these data blocks cannot be re-computed, which in-turn makes the IO to be re-directed to VFL layer. This module ensures the re-creation of the lost blocks without involving the disk IO. In order to re-trace the blocks without losing the information, we have saved enough provenance metadata information about the origin of the blocks in the module "Request Parsing". Once we could identify the parent blocks and the transformations, we can easily re-create the file/lost data blocks by re-applying them. Though this situation is computation intensive, it avoids the disk IO which will improve the performance of the application.

Figure 3.4 shows the control flow of the Lineage Tracking module. Once we know the data is not in-memory and its metadata is available, back-tracking the parent's metadata and fetching the parents is essential. This back-tracking is done by traversing the provenance information. Once the parent block is identified from the metadata of the required dataset, we need to perform the search for the parent block to
make sure whether its in-memory. If the parent blocks are present in memory (control flow marked as 0 in the Figure 3.4), re-computation can be done with the available information. If the parent data block is not available, these have to be brought in-memory before performing the child computation. This flow seems to be complex but can be achieved through recursive algorithms to compute the lost data set. This makes our system an auto-recovery model. Figure 3.4 shows these recursive methodologies by including a while loop which checks whether the re-computed dataset is the same as that of the required dataset which is being searched.

![Figure 3.4. Lineage Tracking](image)

There are three different situations which may arise when we try to back track the block creation as shown in the Figure 3.5.

1. The block may have only one parent

2. The block may have many parents, the presence of all the blocks in-memory is essential to re-create the file. In this situation, even if one block is not available, a recursive call to this lineage tracking module has to be performed to fetch the current block.
(3) A block can have many children. In this case, when we try to regenerate a certain set of blocks from a transformation, other blocks are created as well giving an advantage as these blocks can again be re-used by any other computation.

Considering these states are highly essential when we design our system, as the amount of computation needed to re-create more parents can be higher and more complex compared to the one that has single parent. Computation leading more than one child blocks can serve the purpose of more re-usability as more blocks are generated in a single transformation. Thus considering these block relationships are highly essential while designing the lineage tracking module.
CHAPTER IV

IMPLEMENTATION AND RESULTS

This section provides the initial set of verification results about the in-memory design. These results can greatly help us in the future to refine the proposed architecture to get better results than expected. Below, a set of experiments are performed on 1D, 2D and 3D datasets of HDF5. These experiments show the IO benefit that can be achieved from the in-memory plug-in as compared to that of the disk-based model.

IO requests can be broadly classified into two categories, namely contiguous and non-contiguous IO requests. Contiguous IO requests are those in which the requested data is in a linear fashion without any interleaving blocks. Non-contiguous IO requests are those which request data by interleaving certain blocks of data, i.e., the data blocks are not continuous.

In this context, it's good to introduce a new term named holes. Holes are nothing but the interleaved portion of data that are either not needed by the original IO request/the data has already been present in-memory, which need not be fetched from the disk. These holes play a major role in our study as these greatly affect the IO performance benefit which we intend to achieve. With the above classifications based on the dimensions and the IO request pattern, we could get 6 different classes of IO requests, namely 1D contiguous, 1D non-contiguous, 2D contiguous, 2D non-contiguous, 3D contiguous and 3D non-contiguous. In this study, we have performed experiments on all these classes of IO requests and provided the achievable IO performance benefit from the in-memory architecture design. These experiments were conducted on the Hrothgar cluster, which is a node based system. It has 128 nodes containing two Nehalem 3.0 GHz 4-core processors with 16 GB main memory. The following sets of results are performed on the same set of hardware but with different sized input datasets which will be mentioned under each section separately.
In the below section, we have used two major terms, namely Hit ratio and IO reduction ratio/Efficiency.

Hit ratio can be defined as the amount of data which is already present in-memory.

**IO reduction ratio**/Efficiency can be defined as the ratio between the difference in the IO cost for fetching the entire data from the disk and that of fetching only the data that are not in-memory to the time taken to fetch the entire data from disk. This ratio can be shown in the below expression,

\[ E = \frac{T_d - T_m}{T_d} \]

where \( E \) is the IO reduction ratio,

\( T_d \) is the time taken to fetch the entire request from the disk,

\( T_m \) is the time taken to fetch only the partial data from disk (i.e. data which is not in-memory).

**1D-Contiguous IO pattern**

In this kind of IO pattern, the data to be fetched doesn't contain any holes, i.e. the dataset has to be fetched in a contiguous fashion without any holes. As there is no interleaving data blocks, as per theoretical analysis, the IO performance benefit should be higher. Figure 4.1 shows the 1D-contiguous IO performance improvement. IO performance improves if the entire dataset is already in-memory and reduces gradually as there is a reduction in the hit ratio. As the amount of data to be fetched from disk is reduced, the improvement in the IO performance can be seen increasing in a linear fashion. Thus the applications which re-use the entire dataset from the previous steps can be greatly benefitted from the in-memory model. I have used 0.8GB dataset to verify the below result.
The above graph shows the decrease in the IO reduction ratio, expressing that the performance drops as the amount of data present in-memory reduces.

1D-non-contiguous IO pattern

In a non-contiguous IO pattern, there are certain blocks of data which are already present in-memory. Some data blocks are fetched from disk in the previous steps or computed in the previous stages. These create holes in the IO request. Figure 4.2 shows the sample 1D non-contiguous request consisting of 3 holes.

As the data blocks are not contiguous and the arrangement of holes is not predictable, the IO performance of the requests remains uncertain. Even though the amount of data present in-memory is greater, it may provide unpredictable IO benefits. This is shown
in the below graph based on the experiment performed on the 1D dataset. I have used 0.2GB dataset to verify the below result.

One factor that can affect the IO efficiency is the number of holes present in the IO request. Figure 4.4 shows the increase in the number of holes, potentially drops the IO performance. I have used 0.2GB dataset to verify the below result.
Similar kinds of tests are performed on the 2D and 3D datasets and the results are shown in the figures below. In terms of 2D and 3D, the non-contiguous patterns can be of various types and are discussed in the forthcoming sessions.

2D-Contiguous IO pattern

In 2D contiguous data pattern, the data blocks that are needed are contiguous in both the dimensions i.e. both in X and Y. Figure 4.5 shows the IO cost benefit that can be achieved through this in-memory design.
In the Figure 4.5, there are some scenarios where there are some unpredictable IO patterns are seen. These may arise because of the presence of the cache or the network delays. But in-general, the IO benefit tends to reduce as the hit ratio decreases. I have used 0.8GB dataset to verify the above result.

**2D-non-contiguous IO pattern**

In 2D non-contiguous data pattern, the data can be non-contiguous in either X, Y or on both dimensions. Figure 4.6 show the non-contiguous patterns in different dimensions.

![2D contiguous Hit rate vs IO reduction ratio](image)

Figure 4.5.2D contiguous IO cost benefit

![2D Non contiguous pattern](image)

Figure 4.6. 2D Non contiguous pattern

a) X-axis b) Y-axis c) Both X and Y axis
Below, Figure 4.7 shows the non-contiguous IO benefit that can be achieved through our approach. Similar to 1D, the pattern shows uncertainty in its behavior. This can be due to many factors like the number of holes, the distance between the holes, the dimension in which the holes have occurred etc. I have used 0.8GB dataset to verify the below result.

![2D non-contiguous Hit rate vs IO reduction ratio](image)

Figure 4.7. 2D non-contiguous IO cost benefit

Similar to 1D dataset, the effect of holes on the IO reduction ratio is analyzed on the 2D dataset. Figure 4.8 shows the effect of holes on a 2D dataset. I have used 0.8GB dataset to verify the below result.
In 3D contiguous data pattern, the data blocks that are in need are contiguous in all three dimensions i.e. in X, Y and Z. Figure 4.9 shows the IO cost benefit that can be achieved through this in-memory design in a 3D contiguous IO request. I have used 1GB dataset to verify the below result.

![Figure 4.8. 2D Holes Vs IO reduction ratio](image-url)
In 3D non-contiguous IO pattern, the data blocks that are in need are not contiguous in at least one dimension. There are many different scenarios that can arise in case of the 3D non-contiguous IO requests. Figure 4.10 shows some sample IO requests on a 3D dataset.

In the Figure 4.10 the shaded region shows that the data plane/data block is already present in-memory. Thus these are called holes. Below graph shows the benefit for these kinds of IO patterns. I have used 1GB dataset to verify the below result.
The graph shows an uncertainty in the improvement of the efficiency as there are many factors to be considered in 3D. In 3D the non-contiguous nature can be across any directions and there are many permutations in which the non-contiguous nature can appear. Thus there are various factors that can affect the IO reduction ratio.

As discussed above, number of holes is one such factor that affects the performance or the IO reduction ratio. Figure 4.12 describes the effect of holes in a 3D dataset. I have used 1GB dataset to verify the below result.
Initial Verification of Lineage tracking

Lineage tracking module performs the re-computation of the previous steps in-order to fetch the lost dataset. This module is essential for automatic retrieval of the lost datasets. As per our claim, the computations can be much faster than retrieving the data from the disk. This claim proves to be true when the amount of computation is less. But as the amount of computation is increased/if the computation is much more complex, the behavior of re-computation is not as expected. This is because the amount of computation time drastically increases in comparison to the time needed to fetch the data from disk. Consider a sample workflow where step 1 involves selecting the subset of a file and step 2 is to compute the maximum on the selected subset.

In a traditional model, the subset is computed and it is stored onto disk. This file is later read by step 2 and the maximum is computed.

By in-memory design, we stored the subset in memory. As in-memory data is not persistent, assume this portion of the dataset is lost. In order to re-compute the lost portion of the dataset, we stored the lineage information, which provides us the details
about the operation and its parent dataset. With this information, we performed the re-computation and placed the subset again in-memory and performed the maximum computation.

With these two experiments, we could identify the effectiveness of our proposed lineage model. Figure 4.13 shows the relationship between the amount of re-computation and the IO reduction ratio.

As the amount of computation decreases, the IO reduction ratio/efficiency is more. But, when we compare the same percentage with the large amount of dataset, there is a decrease in the IO benefit. Thus the amount of re-computation not only depends on the data to be fetched, it also depends on the total size of the data set in the worst case scenario when the original dataset is not in-memory. The dataset size used for this evaluation is 0.8GB. Thus, the read operation to fetch the entire base dataset from the disk in the in-memory computation takes much time which shows the variation though the amount of computation is the same. This computation is the worst case of our in-memory design where the base dataset itself is lost.

Figure 4.13. Re-computation Vs IO reduction ratio
As we discussed previously, the size of the source dataset plays a major role in determining the IO reduction ratio. Figure 4.14 shows a general trend of increasing IO reduction ratio with the decrease in the dataset size. This is mainly because the amount of data to be fetched for the re-computation is reducing as the dataset size decreases.

Figure 4.14. Source Dataset size Vs IO reduction ratio
CHAPTER V

RELATED WORK AND ITS COMPARISON

Growth in technical advancement demands the faster and easy access of information to make reliable and smart decisions. In this regard, in-memory processing is an emerging technology that is gaining the attention of many computer scientists. This research is aimed at creating an in-memory plug-in for HDF5 in Scientific Data Management domain. Though these kinds of architectures exist in the other domains like databases and cloud, these architectures have not gained much attention in scientific domain. These models have rich set of information, which we can always look up and improve the in-memory designs in the scientific data management domain.

In-memory Cloud Design

Considering the cloud environment, Apache Spark (M. e. Zaharia) is one such example for in-memory framework. It is a parallel data processing framework which helps in real-time analytics and iterative calculations by storing the results in-memory. Storing the results in-memory lowers the latency in the computation of these kinds of applications. A spark application consists of a driver program which runs the main function and executes the parallel operations. Spark achieves in-memory framework by introducing an interface named Resilient Distributed Datasets, which is a collection of elements partitioned across the nodes of the cluster that can be operated on in parallel (Spark Programming Guide - Spark 1.2.0 Documentation). RDDs provide the information about the re-computation of the lost datasets and keep the dataset in-memory. RDDs are ephemeral i.e. they are lazy and they live for short span of time. RDDs support two operations: transformations create a new dataset from existing ones, and actions return a value to the driver program after running the computation on the dataset. Transformations in spark are lazy, i.e., they do not compute their results immediately. Instead, they remember the transformations that have to be applied to any base dataset. The transformations are only applied when an action requires a result to be returned to the driver program making spark more
efficient. Though the computation cost is more, the use/fetch of large dataset from the disk is avoided until the action phase. Once the data is fetched for the computation, they are cached in memory for future computation. This caching avoids the disk read again when the same data is requested for different transformations/actions. The intermediate RDDs after applying the transformations can also be saved in memory to avoid the re-computation. But since the main memory storage is very limited, chances exist that these RDDs can be lost. Fetching these lost datasets is highly essential in this in-memory framework as RAM is not persistent. Spark handles this persistency issue in a great way by storing their computation steps in the RDDs as lineage information. They re-used this information to reconstruct the RDDs again when they are lost from memory rather than fetching it from disk. This module in spark has motivated and provided a way to implement in-memory architectures in our field of study.

**In-memory Database Design**

A Database Management System is another place where in-memory architectures are greatly used these days. In-memory database (IMDB)/Main Memory Database (MMDB)/Memory resident Database are Database Management Systems that rely primarily on the main memory for storing the databases. These database systems are faster than the traditional disk based systems as their internal optimization algorithms are simpler and are executed with fewer CPU instructions. When a query is executed, if the data is already present in-memory, time taken to search the disk i.e. seek time is eliminated providing faster and predictable performance than disk.

TimesTen is an in-memory, relational database management system with features like persistence and recoverability. The idea of the TimesTen database system is to make the data reside in main memory during the run-time to reduce the response time which in-turn improves the throughput even in commodity hardware. TimesTen is designed to operate more efficiently in the application's address space. TimesTen can be configured to operate entirely in-memory or it can be configured for disk-based environments to log and checkpoint data to disk. In the in-memory design of TimesTen, the data is brought entirely into the application memory to avoid the IPC
call to the server. This avoidance benefits the application as it need not look for the data from other address spaces/ from the server to avoid the communication overhead that is involved in invoking the IPC call. In case of the disk-based model of TimesTen, they tried to capture the log information about the events on the TimesTen database and are written to disk. The snapshots of the TimesTen database are also placed on the disk as a checkpoint to retrieve them back in case of any failure. This model of combining the in-memory design with the disk-based model has motivated the introduction of a similar feature in the in-memory design scheme of Scientific Data Management domain. (Oracle TimesTen).

**Existing technologies and its comparison with in-memory design**

Below are some of the existing technologies along with their comparisons with our in-memory design which are aimed at decreasing the IO cost.

Firstly, HDF5 has an existing technology of capturing the entire image (Operations) of the file in-memory, but it does not provide any fault-tolerant technology for retrieving the lost portion of the file from the parent file. This kind of storage can greatly hinder the application performance when there is a loss in the in-memory data.

Secondly, HDF5 has an existing feature of storing the metadata in the cache (The HDF5 Group (2008)). Though caching helps in retrieving the dataset faster from the underlying disk, it might not be very efficient for those applications where the results are re-used by the next set of operations. This approach of storing metadata is not specifically addressing applications of the above type. But, our approach of storing the results focuses on the major set of scientific applications to provide increased IO performance.

Thirdly, HDF5 has a feature of storing one dataset in different formats redundant on-disk (The HDF5 Group (2008)) to fetch it faster. Though this feature provides the improved performance, tracking the IO patterns and achieving greater performance depends on the IO request pattern and the patterns in which we have
stored. We can select only the most optimal one among the stored patterns. To avoid such redundancy, we can store the results in-memory and if lost we can re-compute them from the previous stages.

Existing applications like Fast Analysis with Statistical Metadata (FASM) (J. a. Liu), are aimed at integrating sub-setting and applying statistical metadata to improve the query and the data analysis performance. Though this application helps many data intensive applications to retrieve the data faster, they don't make use of the in-memory storage schemes to store their sub-setting results for future re-use. Storing the sub-setting results for future re-use for the same request, can greatly improve the performance in the retrieval of datasets. In addition, if the dataset itself is stored in-memory then fetching it from the disk can also be avoided. So, our in-memory design can be potentially more beneficial than FASM, which involves much computation and retrieval of data from disk.

Many applications which deal with the provenance information, the metadata about the lineage/tracking information is lost after the application is closed. But here, we tried to store this information in-memory as a persistent store globally, to allow other applications re-use them in the future to avoid the unwanted retrieval of data from the disk when the same data is re-used by a different sets of applications. This in-memory storage is the major difference between our approach and the existing provenance related proposals used in the computation jobs of Mapreduce (Dean) and Dryad (Isard)

HDF5 in-memory plug-in has made use of the existing Virtual Object Layer which will make it easy to integrate existing applications with the new in-memory architecture without much modification in the code to help many scientific applications like NaSt3DGP (csar-advice@cfs.ac.uk) to migrate easily to our in-memory HDF5.
CHAPTER V

CONCLUSION AND FUTURE WORK

With respect to growing scientific applications and their workflow, storing the intermediate results and re-using them is very essential. With this re-use as the major consideration, we have proposed a new architecture named In-memory HDF5 built on top of HDF5 library. We have provided our initial evaluations for the proposed idea and certain other feasibility study experiments to support the claim that in-memory designs prove more efficient than the disk-based model. Our study had helped us to come up with the conclusions below.

- In-memory design for contiguous IO requests proves to be more efficient and more predictable than the non-contiguous IO requests.
- Holes in the IO request can drastically reduce the efficiency of in-memory design as they reduce the contiguous nature of the IO request.
- Distance between the holes also show variations in the efficiency achieved through our in-memory design.
- Lineage tracking proves to be more efficient when the amount of re-computation is less.
- Lineage tracking proves to be less efficient if the size of base dataset to be retrieved from the disk is higher.

Below are the two major directions in which we intend to work in the future to achieve a great improvement in our in-memory design.

- How can we select the best in-memory block when there are two or more blocks can satisfy the in-coming IO request?
- If two in-memory blocks need to be combined for a given IO request, how can we join these IO blocks to produce a better result?
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## APPENDIX A

### GLOSSARY

<table>
<thead>
<tr>
<th>Term</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contiguous IO requests</td>
<td>Contiguous IO requests are those in which the requested data is in a linear fashion without any interleaving blocks.</td>
</tr>
<tr>
<td>HDF5</td>
<td>Hierarchical Data Format 5 (HDF5) is a data model, library and file format for storing and managing data.</td>
</tr>
<tr>
<td>HDF5 dataset</td>
<td>HDF5 dataset is a multidimensional array of data elements, together with supporting metadata.</td>
</tr>
<tr>
<td>HDF5 group</td>
<td>HDF5 group is a grouping structure containing instances of zero or more groups or datasets, together with supporting metadata.</td>
</tr>
<tr>
<td>Holes</td>
<td>Holes are nothing but the interleaved portion of data that are either not needed by the original IO request/the data has already been present in-memory, which need not be fetched from the disk.</td>
</tr>
<tr>
<td>IO reduction ratio/Efficiency</td>
<td>IO reduction ratio/Efficiency can be defined as the ratio between the difference in the IO cost for fetching the entire data from the disk and that of fetching only the data that are not in-memory to the time taken to fetch the entire data from disk.</td>
</tr>
<tr>
<td>NaSt3DGP</td>
<td>NaSt3DGP is a C++ implementation of a solver for the incompressible, time-dependent Navier-Stokes equations in three dimensions.</td>
</tr>
<tr>
<td>Non-contiguous IO requests</td>
<td>Non-contiguous IO requests are those which request data by interleaving certain blocks of data.</td>
</tr>
<tr>
<td>TERMS</td>
<td>EXPLANATION</td>
</tr>
<tr>
<td>---------------------------</td>
<td>-----------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Transformation</td>
<td>Data change between consecutive steps e.g. transformations, statistical</td>
</tr>
<tr>
<td></td>
<td>operations, creating groups in HDF5, converting the file extensions, etc.</td>
</tr>
<tr>
<td>Transformation consistency</td>
<td>When same sequence of transformations is applied on the same set of input</td>
</tr>
<tr>
<td></td>
<td>files, the output should remain the same.</td>
</tr>
</tbody>
</table>
APPENDIX B

INSTALLATION AND COMPILATION COMMANDS

**PHDF5 Installation**
$ CC=/lustre/work/apps/openmpi/bin/mpicc ./configure --prefix=<install-directory>

$ make # build the library

$ make check # verify the correctness

$ make install

**HDF5Utils Installation (Installing h5utils on MAC)**
$CC=/lustre/work/apps/openmpi/bin/mpicc ./configure

CFLAGS=I/home/kvijayak/phdf5/hdf5-1.8.12/hdf5/include/

CPPFLAGS=I/home/kvijayak/phdf5/hdf5-1.8.12/hdf5/include/

LDFLAGS=I/home/kvijayak/phdf5/hdf5-1.8.12/hdf5/lib/

$ make # build the library

$ make check # verify the correctness

$ make install

**File Conversion h5 to VTK**
$h5tovtk -o vtkfile h5file

**Compilation of HDF5 code in C**
$/home/kvijayak/phdf5/hdf5-1.8.12/hdf5/bin/h5pcc -o <objectfile> <sample.c>

**Run the object file**
$ ./<objectfile>